


problem ilian wc iniiially eslimatcd. and ii quickly became the focus of 

our research. In retrospect. I believe, it was exactly the right problem to 

work on, and although dicre is still much to do in the area of 

image/map databases, we now have the right tools and understanding 

to begin to tackle the original problem. This work has direct 

application in Üiree areas: 

• photo-interpretation:  representation of world knowledge 

for image understanding. 
• situation assessment: a spatial expert for decision support 

systems, 
• cartography: toward digital map generation and use, 

3. Classification of Databases 
There has been over the last ten years, a perceived need for 

organizing and structuring image and map data for cartographic 

applications. It has been difficult to compare various capabilities and 

limitations of systems because there were few common denominators 

by which systems could be compared. Systeins reported in the 

literature could loosely be categorized either as research vehicles, or 

production-oriented systems for particular well defined subtasks of the 

general cartographic problem8'9'10. Research vehicles generally had a 

high degree of organizational complexity tested on very small scale 

databases. Systems used in production environments tended toward 

simple models running very large scale databases. Further, while the 

tasks being performed involved the analysis of aerial or satellite data, it 

is often unclear whether the image claw was an integral part of the 

resulting database, or simply used for data acquisition. One example is 

the development of digital filing systems that store facts about a laigc 

number of images without storing the actual image data. The best 

example of such a system is the F.ROS Data Center database 

maintained by the U.S. Dcpt, of the Interior, This database has 

approximately 2x10'' frames of l.andsat imagery and SxlO6 frames of 

aircraft (aerial mapping) photography. Users may specify an area of 

interest by geodetic point or rectangular area and sub-select Üiosc 

frames based on time of year, cloud cover, type of sensor and a a 

scene quality rating. However, the actual frames of data are stored on 

high density magnetic tape. Similar situations exist in map producing 

organizations such as the United States Geological Survey (USGS) and 

die Defense Mapping Acency DMA. 

One notable exception is described in Kondo et.al." where an image 

database using l.andsat imagery was integrated with map descriptions 

for geographic, natural, and cultural features. Features can be 

displayed superimposed on die image data, and imagery could be 

indexed by geodetic location or by feature name. There are limitations 

such as: the image-to-map correspondence was based on a fixed 

decomposition of landsat data into a latitude/longitude grid at a map 

scale of l:5000ü; the spatial relationships between features were entered 

manually; and the overall complexity of the image and map database 

was small. Ne\eitheless. this represents an ambitions new direction for 

die development of land-use systems using l.andsat imagery. 

In this discussion of database systems for cartographic and situation 

assessment applications, we are assuming that die following minimal 

capabilities hold: (1) on-line display of digital imagery and map data, 

and (2) ability to query interactively about attributes of the imagery and 

map.   The following is our classification of the capabilities of three 

models which we can use to compare various existing systems or 

approaches. These models are the Image Database (ID) model, die Map 

Picture Database (Ml'D) model and die Image/Map Database (IMD) 

model. 
5.1. Imago Databases 

The Image Database model (ID) is the simpliest and most common 

database model.   It is organized to relate attributes about the sensed 

image  such  as sensor-type, acquisition, cloud cover,  or geodetic 

coverage"'.  These databases generally do not represent die content of 

the scene, but rather attributes of the scene. When the semantics of the 

scene are present, the location of cartographic features are represented 

in the image (pixel) coordinate system. This poses obvious limitations 

to the application of relevant knowledge from other images or from 

external sources, since there is no general mechanism to relate map 

feature position between images that overlap in coverage or to an 

external map.   Although the features represented may appear to be 

map-oriented, is is difficult to compute general gcomcinc properties 

using the image raster as the coordinate system. 

Although relational database techniques have been applied to the ID 

model, we feel these techniques are not appropriate to spatial database 

organizations for several reasons. First, using the basic attribute, 

mliie> tuple to represent vector lists of map coordinate data requires 

that all of the primary key attributes be duplicated in each relation, 

since there is no mechanism for allowing multiple valued (sets, lists, 

order pairs) as a primitive attribute in a relation. Further, the relational 

database operations such as union, intersection, join, project, arc not 

good primitives for implementation of inherently geometric operations 

such as containment, adjacency, intersection and closest point. 

Operations such as featuie intersection are reduced to searching for line 

segments which share the same pixel position. Finally, in any largo 

system, a logical partitioning of the database must be performed in 

order to avoid extensive and often unnecessary search when performing 

spatial operations. Partitioning is difficult to achieve in relational 

systems since the relational model restricts itself to homogeneous (only 

one record type) sequential sets. Previous work advocating such 

organizations did not address the issues of system scale, and focused 

more on issues of query languages using relational models for 

geographic databases than the actual construction of complex 

systems12'UM. When measured by die number of images, image- 

based features, and by the complexity of the relationships represented, 

these systems were quite simplistic. 

fur aerial mapping photography 

"'using nicht annotalion such as ihc center point and corner points not using general 
imagc-io-map correspondence 

106 

■ 













1 ...^ 

roNC-|TiMAi> dcscripli'.!!!. The Ibllmving wblc is a list «f image 

scgnicnuilions as'.ocialcd with each image in the database. 

Segmcm.ilions thai icqiiire map cories|i(indeiice for their generation 

can be automatically recreated when image camera model is updated. 

• IIIANOSIGI    hand (Iniman) segmi'iitalion 

- collection of all hand segmentations performed on this 

image 

• (IICOMPSIGJ    composite hand segmcnlalion 

- collection of all feadires in the [IIANUSKO] database (hat 

are spatially contained in this image 

• |MACMSIG|   itiacln'nesegmentation 

- collection of all machine segmentations performed using 

the image 

• [MCOMI'SrC]    composite machine segnienlalioii 

• collection of all features in the [MACIISKG] database that 

arc spatially contained in the image 

• [ULMSSHG]    ni MS map overlay 

- all features from the DIMS digital feature analysis database 

that are spatially contained in the image 

• lC0NCi:iMSl01    CONCTl'TMAl'map overlay 

- all features from the CONn-lTMAP database that are 

spatially contained in the imago 

• icüvi KSI-GI    inmgc coverage overlay 

■ all images whose area of coverage is overlapped or wholly 

contained within die image 

6.3. Image-lo-Map Correspondence 

The MAI'S system uses an interactive image-to-map correspondence 

procedure to place new imagery into correspondence with the map 

database. It has three major components: a landmark database, a 

landmark creation and editing program, and an interactive 

correspondence program. The process of landmark selection, 

description, and interactive correspondence has been described in detail 

in McKeown   . 

6.3.1. Landmark Database 

MAI'S maintains a database of approximately 200 geodetic ground 

control points in the Washington D.C. area. Landmarks are acquired 

using USGS topographic maps, bin in principle can be integrated from 

any source that provides accurate geodetic position 

<k}lilmfc/hmgilate/elp\'atiim>. Users can query the database to find 

landmarks by name, within a geodetic area, or the closest landmark to a 

geodetic point, landmark features are also integrated into die 

CONCI'l'TMAl' database and can be found using die <ivlc-ilcimuimi> 

attribute (see Section 6.5.2) of a concept role schema. 

6.3.2. LANDMARK 

l ANDMARK is an interactive tool used to generate new landmarks, 

their text descriptions, and associated image fragments. The following 

information is maintained by 1 ANDMAKK to support landmark database 

access. 

• |l DM)    landmark name directory 

- associates the list of landmark names with their geodetic 

position 

- sorted for spatial proximity 

- partial name matching also provided 

• ILTY]    landmark text description 

- contains a detailed text description of the location of die 

landmark and general factual properties of the landmark 

- stores the location and name of the associated image 

fragment file |l IMG), and replicates the geodetic position 

from klm file 

• |l IMG]    landmark iniage fragment 

- contains a high-resolution image fragment which clearly 

shows the ground control point and scene context around 

die point 

6.3.3. CORRES 

CORRl-s is an interactive imago-to-map correspondence program, it 

uses the BROWSI! window interface, die IAN'DMARK database, and 

image database routines to interactively build an image-to-map 

correspondence. Once an initial guess of the corner points is perfonued 

and the |COI() and [COl'J liles have been created in the image database, 

COI(lti:s automatically suggests new possible landmark points using the 

image database |IIYI'] files. The LANDMARK database |l.lMG] files are 

used to display the ground control point when the user selects it from 

the list of liypothesi/ed points. 

6.4. DLMS: An External Database 

The ability to rendezvous with externally generated map databases is 

a key capability in order to integrate information from a variety of 

sources. One example of the flexibility of the MAPS database is 

illustrated by our experiences with the Defense Mapping Agency's 

(RMA) Digital l.andmass Simulation System (1)1 .MS)29. 

Ill MS is composed of a digital feature analysis database (DI-AD) 

which describes man-made cultural features and a digital terrain 

elevation database (ITHD) which is organized as a raster elevation grid. 

The specified resolution of the DI-AO data is comparable to map scales 

of 1:250.000 to 1:100,000. The specified resolution of mm data is 

within a meter vertical resolution over a 100 meter (3 arc sec) grid. 

6.4.1. DFAD: Digital Feature Analysis Database 

In order to integrate the DIAD database into MAI'S, wc reorganized 

die internal DIAD data structures to allow for random access using a 

feature header list. We converted die representation of geodetic 

coordinates from an offset format that was relative to an internal base 

coordinate, to an absolute coordinate system. Our [WAO database 

co-,"is a two degree square area, from latitude N 38° to N 40° and 

longitude W 76° to W 78°. It is composed of 64 "map sheoLs", each 

containing a I5'xl5' map area. We assigned unique feature Identifiers 

(names) to map features because feature numbers were not unique 

across map sheets.   There are no feature names or semantics associated 
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FigUft! 3:  DI.MS: Detail of Nortlnvcst Washington Area KiRtirc4: MAPS: coNriiiTMAi' Database For Kigiirc3 
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with Di AD entries primarily because the database was not intended to 

be used as a general purpose geographic infonnalion system. The 

Icatuic header mechanism allows us to perform random access to 

IcaUnes in a map sheet. We can also search using feature alltibutcs such 

as feature analysis code, feature type, surface maicrial code, and feature 

id code. 'Ibis type of reorganization is necessary to support an 

interactive query-based interface for human and application programs. 

Figure 2 shows a plot of polygon features in the area corresponding 

to our entire Washington D.C. database. Kigure 3 is a detailed portion 

of the DIM) database centered on Foggy liottom. For comparison, 

Figure 4 is the corresponding area from the COMHMMAI' database 

plotted on the same scale. 

Some of the DIAD database entries are easily recognizable as natural 

or man-made features, although as discussed, this informalion is not iii 

the urighial database itself. Figure 5 is the description for the Tidal 

Masin, Figure 6 is the Rochambeau liridge. Figure 7 is a description for 

a large irregular area in central Washington O.C. that contains the 

major government office bindings. The feature name assigned by MAPS 

is the first entry in each of the Figures. 

realure   '(l25M71a90g' 
I'eaturo  hu.idor:   4/1       (seek : 724 10) 
fefiture  analysis  code:   1082 
realure   type:   areal   feature 
surface  material   code:   (0)   water 
feature   id  code:   (90Q)  not  assigned 
subcategory:   fresh  «ater   (shallow) 
average  height  (meters):   0 
aerial   feature:   471       polygon  with   70   vertices 
tree  cover:   0       roof   cover:   0       density:   0 
min  point   (south  west)   6298,7979 
ma«   point   (north  east)   5507,8386 

Figure 5:   DIAD: Description for Tidal Hasin 

feature   ■ll25f4?41ZS0- 

feature header: 474  (seek:73132) 

feature analysis code: 1085 
feature type: linear feature 
surface material code: (3) stone / brick 
feature id code: (250) not assigned 
suhcategory: not assigned (general) 
average height (meters): 2 
linear feature: 474  line with 3 vertices 
width: 24  reflectivity; 2 
first point: 5024,8064 
last  point: 6192,8227 

Figure 6:  WMX Descrintion for Rochambeau Bridge 

feature   'dZöf4023010' 
feature  header:   402       (seok:03008) 
realure   analysis  code:   1010 
feature   type:   areal   feature 
surface material   code:   (3)   stone  /  brick 
feature   id  code:   (010)   not   assigned 
subcategory:    institutional   (general) 
average   height   (meters):   28 
aerial   feature:   402       polygon  with   27   vertices 
tree  cover:    10       roof  cover:   70       density:   3 
min  point   (south  west)   6705,7971 
ma»  poin1   (north east)  0200.0/99 

Figure 7:   DIAD: Description for Government Buildings 

6.4.2. DTED: Terrain Elevation Database 

The organization of the digital terrain database is more 

straightforward. The DTl'l) database covers the same geodetic area as 

our DIAD data. Il is organized into 64 raster images using the same 

image format as our digital aerial imagery. Hach image containing a 15" 

x 15' array of terrain samples, where each "pixel" is a discrete elevation 

point. The terrain package, I-I.UVATIOS, provides a transparent 

interface to the DTI'D database. Users can retrieve elevation 

information based on rectangular geodetic area, closest sample point to 

a geodetic point, or by weighted interpolation. HI.HVATIO.N uses the 

CMU image package to efficiently buffer blocks of coiuiguous terrain 

data. 

6.5. Conceptual Map Database 

The map database component of MAI'S, CONClil'TMAt', has been 

described in McKcown . We will give a brief overview cf die 

organization and concentrate on our new work in hierarchical 

organization and feature semantics. 

6.5.1. Concept Schema 

The basic entity in the CONCIIPTMAI' database is the concept schema. 

The schema is given a unique ID by the database, and die user specifies 

a 'symbolic' print name for the concept. Hach concept may have one or 

more role schema associated with it. Role schema specify one or more 

database views of die same geographic concept. For example, 

'northwest Washington' can be viewed as a residential area as well as 

political entity. Another aspect is die ability to associate the same name 

to two dilTercni but related spatial objects. Consider the 'kennedy 

center' as a building and as the spatial area (ie. lawn, parking area, etc.) 

encompassing the building. The principle role of a concept schema 

indicates a preferred or default view. The CONLTPIMAP database is 

composed of lists of concept schema. 

6.5.2. Role Schema 

The role schema is a further specification of the atlribules of the map 

feature. Il contains the mir mime attribute (building, bridge, 

commercial area. etc.). a suhivlc iicinw attribute (house, museum, 

dormitory, etc.), a mlc class attribute (ie.. buildings may be govemmenl. 

rcshlciiiinl. eommmial, etc), a role type attribute (ie, physical, 

conceptual or aggregate), and a role dcrimlion attribute (ie. derivation 

method). 

The role name, subrole. and role class attributes categorize the map 

fealure according to its function. For example: this feature is a 

building, used as an office building, used for government purposes. 

The role type attribute describes whether the map feature is physically 

realized in the scene, or if it is a conceptual feature such as a 

neighborhood, political, or geographic boundary. The role type 

attribute also provides a meehanism to define the role schema as a 

collection of physical or conceptual map features. For example, the 

concept schema in MAPS for 'district of Columbia" has a role type 

*. 

m 



uggrcgrate-ctmccpuial, with aggrcgratc roles, 'northwest Washington', 

"northeast washinutun'. "siuitlnvcst Washington*, emd 'southeast 

washingum'. I his mechanism allows the user to explicitly represent 

concepts that are strictly composed of other role schema. The role 

ttcrivation altrihuie describes the melhod by which the role and its 

associated geodetic position description were added to the 

rovHl'TMAi'database. 

lad) role schema contains a .mil) identifier that is used to access a set 

of (OSCI-I'IMAP database files which comain geodetic information 

about the map feature. These identifiers can be shared when mulliple 

roles have die same geodetic description, as in die previous example of 

'northwest Washington' viewed as both a residential and political area. 

The CONCHITMAP 3D description allows for polm, line, and polygon 

features as primitives, and permits the aggregration of primitives into 

more complex topologies, such as regions with holes, discontinous lines, 

and polm lists. Associated with each feature that was at'ijuircd from a 

image in the database is the generic name of the image. If the 

correspondence of the generic image changes due to the addition of 

more ground control points, or better a camera model, the position of 

the ground feature can he automatically recalculated. 

The following Is the set of files associated with each Jim 

• |l»l    31) geodetic location 

- a  set  of <latllude/loiigltude/clevalion>  triples  which 
define the geodetic position of the role 

• [mi ]    31) feature shape description 

•   metric   values   for   lenght.   width,   area,  compactness, 
centrold. foui ler shape approximation etc. 

• |1 Cj    feature image coverage 

- a list of generic Images which contain this feature 

- Image mbr and feature coordinates for each Image 
• ll'ltOI']    feature property list 

- I'st of properties of the map feature 

- some general properties such as 'age', 'capacity', '31) 
display type' 

- feature type specific properties stich as 'number of floors', 
■basement', 'height', and 'roof type' for buildings 

6,5,3. Database Query 

CONC'l-TlMAI' supports four methods of database query. The 

methods are signal acr?* symbolic access, icinplaic mulching and 

gcomclric access. The following table gives a brief description of each 

query mcdiod. 

• signal access 

Given  a  geodetic  specification  (point,  line,  area) , 
perform the following operations; 

- display all imagery at which contains point, line or area. 

- retrieve all map features within geodetic specification 
- retrieve terrain elevation 

« symbolic access 

Given a symbolic name, such as 'treasury building' perform 

die following operations: 

- convert name into geodetic specification to perform signal 
access operations listed above 

- retrieve database description, facts and properties of the 
map feature 

- retrieve Imagery based on symbolic (generic) name 
• template matching 

Given a partial specification of symbolic attributes perform 
the following operations; 

- find all map features which satisfy the specification 
template and return their symbolic name 

- find all Images and return symbolic (generic) name 
• geometric access 

Given a gcometic operation such as 'contains' and a 
geodetic specification perform the following operations: 

- find all map features which satisfy the operation 

performed over (he geodetic specification and return their 
symbolic name. - find all image features and rciurn 
symbolic name 

These primitive access functions can be combined25 to answer 

queries such as: 'display Images of Foggy liottom before 1977', 'what is 

the closest commercial building to this geographic point', and 'how 

many nidges cross between Virginia and the District of Columbia', 

figure 8 is a simple schematic giving the processes by which MAPS 

provides signal and symbolic access Into die CONCnmtAP database and 

display of the query result. 

6.5.4. Spatial Computation 

CONCll'lMAP computes geometric properties based on the geodetic 

descriptions associated with each role schema in the database. A static 

description of all spatial relationships between map features for 

contains, subsumed by. intersection, adjacency, closest point, 

partitioned by Is maintained in the database. 

• 'eontains' 

- an unordered list of features which die map feature 

contains 

• '.sulisnmeri by 

- an unordered list of features which contain die map 

feature 

Ulis spccincalion may be in gcodclic coordinalcs or require imagc-lo-map 
correspondence 
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allows us to parmion some of the buildings and roads üiat arc contained 

within 'northwest Washington'. As more neighborhood areas and city 

districts are added to our database, wc expect to see improved 

performance especially in areas with dense feature distributions. This 

will also improve the richness of the spatial description available to the 

user. 

6.6.3. Hierarchical Search 

In this section we discuss the use of our hierarchical organization to 

partition the map database to improve performance by decreasing 

search when computing the spatial relationships of map features. 'Hie 

hierarchical searching algorithm is basically an N-ary tree searching 

algorithm. Consider a user at the CONCIilTMAI' image display who 

invokes the geomctic database to compute a symbolic description of 

what map feature he is pointing at. First, using image-to-map 

correspondence, the system calculates the following map coordinates: 

latitude N 38 53 49 (276) 
longitude W 77 03 53 (337) 

This point is converted into a temporary map database feature and is 

tested against the root node of the hierarchy tic. If it is not contained 

in this node (not generally the case), then the point cannot correspond 

to a database feature, and the search terminates. The user is informed 

that the point is outside the map database. If the 'contains' test 

succeeds, it recurscs down the tree and performs the test against the 

siblings of the node just tested. The search allows several paths to exist 

for any point, thus more than one sibling may contain a path to the 

point. This sort of anomaly occurs when a feature happens to exist in 

the intersecting region of two larger regions. However, if the feature is 

not contained by the node, it is not contained by any of the node's 

descendants, and that portion ofthe tree is not further searched. Figure 

10 shows the answer to our hypothetical query. The query point is 

contained wi'hin 'thcodore rooscvclt island', and two search paths in 

the containment tree are given. The same mechanism is used for line 

and polygon features, although the primitive determination of 

containment depends on the geometric type ofthe feature. 

6.7. Toward Feature Semantics 

We have begun to investigate the generation of map feature 

semantics directly from the hierarchical representation of the map 

feature data, A simple example is the semantic description of a bridge: 

the feature names and map locations that it connects as well as the 

names of the map features that it crosses over. Figures 11 and 12 show 

the result of applying a procedural description ofthe semantics of a 

bridge concept lo calculate the 'connecls' and 'crossover' relationship 

using the map feature descriptions of 'arlington memorial bridge' and 

'theodore rooseu-lt memorial bridge'. These results are generated 

directly using the MAI'S hierarchical organization for spatial data. We 

do not pose this as a theory of map feature semantics, but envision a set 

of feature specific procedures that can build these types of descriptions. 

2 entries for 'conLains" for "quHrypoint 1' 
entry 0:        'Virginia' 
entry 1:        'greater Washington d.c' 
  A N U •••••  

2  entries for 'contains' for 'querypoint 1' 
entry 0:        'arlington memorial bridge' 
entry 1:        'greater Washington d.c' 

4 entries for 'contains' for 'querypoint 2' 
entry 0;       'mall area" 
entry 1:       "southwest, Washington' 
entry 2:        'district of Columbia' 
entry 3:       'greater Washington d.c," 
  AND •  

2   entries for    'contains      for   'querypoint   2' 
entry 0: 'arlington  mumorial   bridge' 
entry  1: "greater  Washington   d.c,' 

5 entries for   'intersection'   for   'crossover' 
entry  0: "Virginia" 
entry  1: "district  of  Columbia" 
entry 2: "southwest  Washington' 
entry 3: 'mall   area' 
entry 4: "potomac  river  (nole:   0)' 

2 entries fur   'connects'   for   'arlington memorial  bridge' 
entry  0: 'Virginia' 
entry  1: 'mall   area' 

1  entries for   'crossover'   for   'arlington memorial  bridge 
entry 0: 'potomac  river" 

Figure II:   MAI'S: Semantic Computation from Spatial Data 

Arlington Memorial Bridge 

The procedure for bridge semantics is as follows: A bridge can bo 

represented in the cONtTriMAl' database as an polygonal area, a list of 

linear segments, or as a geodetic point. The polygonal area arises when 

the bridge deck is rcpresciued, the list of linear segments approximates 

the center line ofthe bridge, and the point feature generally represents 

that the bridge is a landmark feature.   No semantics are computed in 

the latter case. If the bridge is represented as a line, the end points arc 

  selected, otherwise the endpoims of the major axis of the bounding 

••••••• „     j , ,„, „hi,,-,™ rnnHinaiM     ellipse are  'ctrievcd from the feature imr) file.    At some level of 'Piis can actually occur since users arc allowed lo enter arbitrary coorainaics i i      i 
Uirough iho terminal, Thcrcrorc the database has some crude idea of its extent of map     description, these cndpoinls define the 'connects' relationship, but this 
knowlcdee 

This node belongs in the following place(s): 
3 entries for 'contains" for 'theodore roosevelt island" 
entry 0:        'northwest Washington' 
entry 1:        'district of "Columbia" 
entry 2:        'greater Washington d,c,' 
  AND  

2 entries for 'contains' for 'theodore roosevelt island' 
entry 0:        'potomac river' 
entry li        'greater Washington d,c," 

Figure 10:   MAI'S: Containment Tree Entry for 

Theodore Uoosevclt Island 
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2  entries Tor ■cnnL.iiiis1 for 'querypOTnt 1' 
entry 0:        "v irginia' 
entry 1:        "(jruiiter wnslungton d.c.' 

*..*,,..•,.•• A N 0 ••..»••••♦♦•• 
2 entries for "coiU.iins' for "iiimrypoint 1' 
eniry Q:        'theodore roosevelt tnemorial bridge* 
entry 1:       'greater Washington d.c* 

3 entries for "contains" for '(Hierypoint 2' 
entry 0:        'northwest wnsliington" 
entry I:        •district of colunibin' 
entry 2:        'greater Washington d.c' 

•...•...•.••> A N D <•••••••••••• 
2 entries fur •contains' for 'querypoint 2' 
entry 0:        "theodore roosevelt memorial bridge" 
entry I:        "greater Washington d.c" 

ü entr ies for 
entry 0: 
entry 1; 
entry 2: 
entry 3: 
entry 4: 

intersection' for 'crossover list' 
'Virginia' 
'district of Columbia' 
' northwes t wash ington' 
"theodore roosevelt island' 
"potomac r iver' 

2 entries for "connects" for "theodore roosevelt memoria 
entry 0; 
entry 1: 

Virginia 
'northwest Washington* 

2 en 11" ies for "crossover" for 'theodore roosevelt memor i 
entry 0:        "theodore roosevelt island* 
entry 1:       'potonac river' 

Rgure 12:   MAPS: Semantic Computaiion from Spatial Data 
Thcudurc Ruosevcli Memorial Uiidgc 
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is nol useful if wc arc envisioning gcncralion of a reasonably complex 

symbolic representation. 

The 'contains' relationship is applied to each endpoint using the 

hierarchical tree to order tftt search. As before, this search returns a list 

of features ordered by spatial containment, and there may be several 

independent containment paths. Redundant paths arc eliminated by 

examining whether the bridge is in die containment path. The first 

emrj (Vi) in each of the remaining paths is one of the areas connected by 

the 1.ridge. Using the 'contains' rclalionship, the other entries in the 

path are also valid connecting areas. 

To compute the 'crossover' relationship, the 'intersection' 

relationship is computed for the bridge using the complete list of line 

segments or the polygonal description. A list of all the features that the 

bridge intersects is assembled. F.ntiies in the intersection list are 

removed if they are also present in cither of the 'connects' lists. The 

assumption is that those features that didn't contain a bridge endpoint. 

hut intersected with the bridge description, are those features that the 

bridge crosses o\cr. If there is sufficiently detailed elevation data for 

man-made features it should be possible to compute semantics for 

'passes over' and 'passes under' by calculating the feature elevation at 

the actual geodetic point of intersection. 

7. Synthesis Tasks 
In this section wc will discuss three applications of the MAPS database 

to cartographic and image interpretation tasks. These tasks arc 3D scene 

generation of views of Washington I). C, die use of the map database 

to guide image segmentation, and some preliminary results on a rule- 

based system for airport scene interpretation. Fach task requires the 

capabilities of various aspects of the IMD model as implemented in the 

MAI'S system. These applications pull together external and image/map 

latabases. and are only possible using an integrated system that relates 

imagery, terrain, and map data through a unified cartographic 

representation. 

7.0.1. WASH3D: 3D Scene Generation 

The first application of the MAI'S database is in the area of 3D 

computer graphics for scene simulation and database validation. 

Computer graphics play an important role in the areas of image 

processing, photo-interpretation, and cartography. In cartography 

various phases of the map generation process use graphics techniques 

or source material analysis, transcription and update, and some aspects 

of map layout and production. However, many major steps in the 

generation of a cartographic product remain largely manual. One 

important step for which inadequate tools exist is the integration of 

terrain and cultural feature databases.   This integration step is often 

Figure 14:  WASI13I): Vertical View 85° Northwest Washington 
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used tu verif) iho gcodcilu uecumey tif iKiiunil .nid imin-madc fciturcs 

in ihc digiial dalali;isc priiir lo nclual map layout and production. 

Anotlicr application is sensor simulation . Radar, visual, and inuUi- 

sensor scenes arc digitally generated to verify the quality of digital 

cultine and terrain databases or to determine the quality of the sensor 

model. Impidvcmenis to the level of detail contained in the underlying 

database can be subjectively measured in terms of the quality of the 

generated scene. 

\v\smn - is an interactivegranhicssystem that uses the MAI'S system 

to integrate a digital terrain database, a cultural feature database, and 

the ( OMMMM Al' database lo allow a user to generate cartographically 

accurate r.P MICS for human visual analysis. WASlun uses the coarse 

resolution 1)1 MS database described in Section 6.4 lo generate a 

baseline dtcmalic map. The thematic map is a 21) image which is 

produced by scan conversion of the til MS digital feature analysis 

database (HI AD) polygon database. We assign a color to each region 

polygon using the Dl AD surface material code-- forest and park (green). 

water (blue), residential (yellow), and high-densilj urban (brown). 

Di MS terrain elevation data (Dl HI)) is interpolated to determine ground 

elevations at each point in the 21) image. Since the resolution of the 

DIAl) data is coarse, comparable to map scales of 1:250.000 to 

1:100.000. we use the rosCl-l'TMAP database to provide high resolution 

30 feature descriptions of buildings, roads, bridges, residential and 

commercial areas. The ( ONCII'lMAl' database is derived from imagery 

with resolutions between 1:12000 and 1:36000, and die addition of 

these features effectively intensifies the perceived level of detail in die 

simulated scene, even though the base map is at a coarse resolution. 

Lukes-11 describes the utility of selective database intensification for 

tailoring standard database products to custom applications and for 

time-critical applications which cannot be handled by normal 

production schedules, l-'igmc 1 j shows the interactive process by which 

users can specify an area of interest for 31) scene generation, l-'igures 

14 and 15 show two 31) scenes of the Washington D.C. area generated 

bvWASHJD. 

Figure 15:   WASIIJD: Northwest Washington from Above National Airport 
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7.0.2. MACHiNESEG: Map-Guided Machine Segmonlation 

I'hf scciind application iifilic MAPS diiuibasc is in (lie arc.) of map- 

guided machine segincntalion. Users may specify a map feature from 

llie cosci I'lMAl' database or inlcraclivcly generate a feature 

description using the SICIMI-N I program. In the case of a map database 

feature. MAnnsi si-u uses an existing image coverage lie] file (see 

Section (i.5.2) that specifics in which images the feature is found, and 

the Icature location in the image, for interactive specification, an [i-q 

file is created dynamically by imagc-lo-map correspondence using the 

image database. 

|-'or each image, a high resolution window containing the database 

fealure is extracted and displayed. We expand the si/.e of the image 

window to contain an area of uncertainly around the feature location. 

The expansion is currently based on the si/e of the feature, but we plan 

to incorporate correspondence error measures based on the quality of 

the camera model associated with each image. The image window is 

smoothed, and a segmentation is performed usiiig a region-growing 

lechnique'1 which combines an edge strength metric and region merge 

acceptability based on spectral similarit; to control region growing. 

I'ißiire 16:  MACiiiM.Siio: Segmentation using MAPS System 
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BtotiJt. 

Kigurc 16 shows ilic scgmemmion of several low-clcvation buildings 

along ilic pciinictcr of Uic Washington Hliipsc. The uppermost 

building is added to the CONTTl'TMAI' database in the standard manner 

described in Section 6.5. The user specifics the image. 1X3617, to 

perform the segmentation and die MACMIMSIG system automatically 

displays a reduced resolution window of the image (i/c.;,SVi/7), and a 

high resolution window {ellipse area) containing the database area. 

MArniMsl'G creates a copy of the high resolution window as a work 

area (sw aside) for the image processing routines. An image smoothing 

operation is followed by the generation of seed regions using a 

conservative similarity measure to insure that potentially matchab'.r 

regions are not prematurely merged. The initial seed regions arc 

overlaid on the image using graphics overlays. Any seed regions that 

satisfy the shape criteria for the datab;-.;.. feature are extracted and 

marked. In this example, the database feature itself was marked in the 

initial seed region matching. As regions arc merged based on weak 

edge boundaries and high spectral compatibility, die resulting region is 

evaluated with respect to a list of shape and spectral criteria. If the 

region satisfies the criteria, it is marked, and further merging is allowed 

only if the proposed merge improves the overall region score. Criteria 

include fractional fill, area, linearity, perimeter, compactness, and 

spectral measures. 

The final results are shown in the second window labeled sei aside. 

I'ive buildings similar to the map database feature were correctly 

identified while one building was omitted. Six segments were 

incorrectly identified. 1 lad we made use of spectral iiilbrmation in diis 

particular segmentation-- that the building roofs were bright 

features" we probably could have excluded 5 of the 6 errors. However, 

wo arc more concerned with using weak knowledge, and one cannot 

expect better performance without more sophisticated analysis, 

MACMIMiSHG allows the user to delete erroneous segments and 

generates map descriptions of each extracted feature. These 

descriptions can then be used to search for these features in other 

database imagery. 

The significance of MACIIINISIKi is that it can search systematically 

for leaturcs in a database of images, an operation that is fundan''- ,<il 

for change detection applications. It directly uses the map database 

description as an evaluation tool for image segmentation and 

interpretation. It also uses very general image processing tools to 

perform both segmentation and evaluation and is amenable to 

supporting other approaches to image segmentation and feature 

recovery. A further application of the MACIIlNtiSUG system is discussed 

in the following section. 

7.0.3, sr AM: Rule-based System (or Airport Interpretation 

The third application of the MAI'S system is in die investigation of 

rule-based systems for the control of image processing and 

interpretation with respect to a world model. 

In photo-interpretation, knowledge can range from stereotypical 

information about man-made and natural features found in various 

situations (airports, manufacturing, industrial installations, power plants 

etc) to parücular instantiations of diese situations in frcqucntty 

monitored sites. It is crucial for photo-interpretation applications that 

the metrics used be defined in a cartographic coordinate system, such as 

(Idiiiiidr/liniailude/elcyaliiinX rather than an image-based coordinate 

system. Descriptions such as "the railway has area 12000 pixels" or 

"houses are between 212 and 34i pixels" arc useless except for 

(perhaps) the analysis of one image. It is the case, however, that to 

operationali/e metric knowledge one must relate the world model to the 

image under analysis. This should be done through image-to-map 

corrcspondciicc using camera models which is the method used in our 

system. 

We have begun to build SPAM55 to test our ideas in the use of the 

combination of a map database, task independent low-level image 

processing tools, and a rule-based system, 

SI'AM uses the MAI'S database to store facts about man-made or 

natural feature existence and location, and to perform geometric 

computation in map space rather than image space. Differences in scale, 

orientation, and viewpoint can be handled in a consistent manner using 

a simple camera model. The MAI'S database facility also maintains a 

partial model of interpretation, separate from, but in the same 

representation as. the map feature database. 

The image processing component is based on the MAClllN'i;si:.G 

program described in the previous section. It performs low level and 

intermediate level feature extraction. Processing primitives arc based 

on linear feature extraction and region extraction using edge-based and 

region-growing techniques. It Idcmifics islands of interest and extends 

those islands constrained by the geometric model provided by MAPS 

and model-based goals established by the rule-based component. 

The rule-based component provides the image processing system 

with the best next task based on the strength/promise of expectations 

and with constraints from the image/map database system. It also 

guides die scene interpretation by generating successively more specific 

expectations based on image processing results. 

We are in the preliminary stages of development for die SPAM system 

and have begun to build a detailed map model of National Airport. 

Kigurc 17 gives an example of the ability of the MAPS database to use 

image-to-map correspondence to generate unified spatial models from 

partial information. The line drawing labeled mnuMG contains the 

northern section of National Airport; SfiSmiMG is a partially 

ovciiappih,-' southern section of National Airport. Line segments 

represent point, line, and areal features corresponding to runways, 

terminal buildings, access roads, and hangars, interactively specified 
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I'ijiiia' 17:  SPAM; National airport Spatial Model 

unified.img 

/---i, 

Unified scene of Washington National Airport 

37401.img 

/  / 
/ 

7--7C /^J^ u i ^ 
Northern section of Washington National Airport 

\vr  
36809.img <bC2CP 

using the coNCiiiTMAi' rcprescnutlitm. l-or those Icaturcs that appear 

i'i birth images, tile concept role mechanism (see Section ft.S.?.) is used 

to specify multiple <laiinuk/hmgiliulc/clcmli<m> descriptions. A 

unified map description is created by matching corresponding line 

segments using the overlapping image areas (in map space) to constrain 

search. The result of unification is the line drawing Libeled 

AIKI'ORTIMG. 

8. Future Work 
Our future work will be directed toward two research topics. First, 

we have only begun to explore the use of MAPS as a component of an 

image interpretation system. We will continue our work in the airport 

scene inlcrprciation task, using the SPAM system as a tcstbed for 

integration of a rule-based system witli the MAPS system. Second, there 

is much to do in expanding the CONCHITOAI' database to include more 

complex 30 descriptions, and in attendant issues of sealing and sizing 

to larger databases. Other tasks we will pursue are the evaluation of our 

Southern section of Washington National Airport 

hierarchical spatial representation to constrain search in large databases, 

general solutions to complex spatial queries for situation assessment 

applications, and the application of spatial knowledge to navigate 

through a map database. 

In discussing future work it is imporlant to understand the strengths 

and limitations of the current research. The strengths of this work lie in 

several unique features of the MAPS system. First, we have constructed 

a system of moderate complexity which has significant capabilites in 

each area of our Image/Map Database model. The system integrates 

map knowledge from diverse sources and performs several tasks that 

require synthesis of tins knowledge. We have the ability to represent 

complex map features in a uniform cartographic coordinate system and 

can compute new spatial relationships directly from the map data. 
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The mujor limiliUion in ilic MAI'S system is the current method for 

pcifonn'mg iffliige-ui-mup correspondence. l;rom tlic stiindpoint 

of the suite of the art in photoerammciry. we make simplistic 

pliinemctric assumptions in our correspondence algorithm, but they do 

give reasonable results for several reasons. First, all of our photographs 

iire vertical aerial mapping imagery, and efforts are taken to minimi«: 

camera lilt. Second, m have very high rcsottition photographs, each of 

which covers a relatively small area, and due to the relatively local level 

terrain in Washington I). C. our polynomial correspondence functions 

are reasonably accurate. 

The issue is not how to recover camera information from the 

imagery, since in cartography and manual photo-interpretation die 

sensor models and ephemeral data arc well known and modeled, but to 

use existing photogratmnctric tools for basic data acciuisition. 

Therefore, in this limitation we see an opporuinily to investigate how 

\IM'S could be interfaced to a photogiammeuic frontend which would 

directly   provide  <hititmle/loiigilude/elenilion> data  from  a  stereo 

model,    The frontend should have a landmark database and 

interactive display tools to guide the stereo model setup in a manner 

similar to our current implementation. Nothing in the current MAPS 

Implementation precludes such an iiuerface since we maintain a 3D 

map feature representation throughout the database using the USGS 

terrain database. The building of such tools should be the common 

objective both to cartographers and to computer scientists. 
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MAPS System Major Components 

This Appendix camtmis .1 list of the majof prc^ram modules which 

omipusc the MAI'S system. 

NAME SIZE (bytos) COMHENTS 

Browse 
hrowse 306500 

picpac 5307G2 

Corres 
corres 200042 
checkcorres 40523 

cormain 52803 

corpa irs 76170 

creatsdf 50001 

dinnpcoef 10040 

(lunpcor 23547 

(lunipsdr 25300 

hypcorpairs 82380 

updatosdr 50000 

Landmark 
tatulmark 104053 

croaLlrim 23567 

L'Lytod3 50217 

eiytoldm 10048 

Idßscribe 43005 

tdinrtprt 30276 

Idmtesl 28000 

Segment 
segment 170230 

inkidf 10537 

segrenane 30046 

Machineseg 
nach inesey 290222 

Conceptmap 
conceptmap GO6710 
tm iIdsegmap 08301 

roetrack 126241 

congeoal1 213278 
d3dunp 24020 
d3fintcor 93030 

d3fdump 31039 

ü3tod3r 16820 
d3loimg 44710 

dlmsseg 120324 

dmaextract 31644 
dumpql 207902 
dumpsdf 26390 

ecdcimp 9425 
ecshow 137700 

ecsorl 20024 

ectcseg 1B173 
hierarchy 480202 
hierlrack 321809 
idhier 264739 
imagetoec 34283 
imagetomap 54002 

photo 299710 

segtod3 67034 

segtoifig 32786 
stnreosliow 153126 

unifyseg 107003 

WashSd 
wash3d 764517 
dfeaprt 46013 
dtspfea 137336 

dims 53134 

dlmsbin 34004 
dlmsfind 46419 
reariumper 46207 

forrain 
elevation 24097 

iiUer.ict.ivri iruiqe display facility 
interactive image processing Facility 

interactive image-map correspondence 
check corresporutence errors 
cor respomlence a 1 gor i thin 
e it i t correspondence pairs file 
create a scene description file 
dump a coefficients file 
dump a correspondence file 
dump a scene description file 
generate hypothesized landmarks 
update a scene description file 

interact ive 1andmark extraction 
create hinary landmark file 
make a .d3 file from an .ety file 
create landmark file from .ety files 
g ive landnark descriptions 
dump all info about a landmark 
find landmarks within geodetic area 

hand segmentation program 
create ascii file from binary seg filt 
edit segmentation region names 

machine segmentation program 

associate conceptual and map data 
build compos i te segmentat ions 
track points using map torrespondenco 
generate yeometrie database 
dump a i!3 file 
create corres entry from .d3 file 
dump a d3 feature file 
convert a .d3 file to a feature file 
generate binary image from .d3 files 
create DIMS overlay for geodetic area 
extract features from DLMS .fea files 
dump a query 1 ist file 
dump a scene description file 
dump the contents of a coverage file 
display manager for coverage files 
sort coverage files by keys 
create .seg file from coverage file 
build and access hierarchical database 
track and display pts using hierarchy 
identify points using hierarchy 
assoc iate image with coverage file 
<generic>'-row><col> => <lat/lon/elev> 
interactive image photog ramme try 
convert ,seg file to .d3 data structure 
convert .seg regions to binary image 
show stereo image pairs 
unify segmentation regions 

3d scene generation from MAPS database 
print DIMS feature given dims code 
display a DLMS map feature file 
create dims index file 
convert ascii feature files to binary 
find a  DLMS feature based on attributes 
dump a DLMS feature file 

access terrain data images 
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